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Abstract: 

 In this paper, a new extension distribution with four parameters named 

Kumaraswamy weighted exponential has been introduced based on the family 

of Kumaraswamy generalized distribution. The new density function can be 

expressed as an infinite linear combination of weighted exponential densities. 

Some of the mathematical properties, special cases along with the maximum 

likelihood estimations of the parameters of new distribution have been 

discussed.  

 

 تىزيع كىماراشىامٌ الأشٌ المىزون
 ًادية هاشن الٌور                              لوياء خالذ حسيي 

العراق –بغذاد  –الجاهعة الوسحٌصرية   

 

 

حُ حمذَُ حىصَغ وىِاساعىاٍِ الأعٍ اٌّىصوْ وخىصَغ صذَذ ِىعغ بأسبؼت فٍ هزا اٌبغذ،  الوسحخلص:
. َّىٓ طُاغت داٌت اٌىزافت اٌضذَذة ػًٍ أٔها اٌخىصَغ اٌّىعغ وىِاساعىاٍِِؼٍّاث اعخٕادا إًٌ ػائٍت 

حُ ِٕالشت بؼغ اٌخظائض اٌشَاػُت ، اٌغالاث ِضَش خـٍ غُش ِٕخهٍ ِٓ اٌىزافت الأعُت اٌّىصؤت. 

 ِمذساث الاِىاْ الاػظُ ٌّؼٍّاث اٌخىصَغ اٌضذَذ.اٌخاطت فؼلا ػٓ 

 

1. Introduction  

The weighted exponential (  ) distribution has been introduced by Gupta and 

Kundu in (2009) [3]. The    distribution has received appreciable usage in the 
fields of engineering and medicine [7]. The probability density function (pdf) 

of     distribution is given by [3]: 

   (     )  
   

 
       (       )                      ( ) 

   The corresponding cumulative distribution function of    distribution 

is given by [1]: 

   
(     )     

 

 
      (         )                                   ( ) 

  The reliability and hazard functions of    distribution at time ( ), 
respectively, are given by [1]: 
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The      moments about the origin is [4]: 
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The moment generating function,   ( ) , for         can be expressed by 
[5]: 
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In particular [5]:  
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Then,   

 ( )    (  )  , ( )-  
 

  
 [  

 

(   ) 
]                               ( ) 

 

2. Kumaraswamy Weighted Exponential (   ) Distribution 

For any baseline cumulative distribution function  ( ) of a random variable   

with two additional shape parameters,      , Cordeiro and de Castro in 

(2011) [2] proposed Kumaraswamy generalized (  ) distribution with 
cumulative distribution, probability density, reliability and hazard functions 

given, respectively, by: 
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where  ( ) = 
  ( )

  
. Hence, each new    distribution can be generated from a 

specified cumulative distribution. 

Now, suppose that  ( ) represents the    cumulative distribution as in 

equation ( ), then (  ) and (  ) yields (   ) cumulative distribution and 

probability density functions for     , respectively, as: 
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where     is the scale parameter and         are the shape parameters. 

As special cases, when       , the probability density function for     
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distribution will be the probability density function of     and when    , 

the probability density function for     distribution will be the probability 

density function of  exponentiated     distribution as in [6]. 

 

The reliability and hazard functions of     distribution at time ( ) can be 
expressed as: 
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3. Expansions for Cumulative and Density Functions of     Distribution 

The cumulative and density functions of     distribution, equations (  )  

and (  ), can be expansions according to the generalized binomial theorem, 

(   )  ∑ .
 
 
/     

   , respectively as: 
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Now, suppose that: 
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Then the cumulative and density functions of     distribution can be 

expansions, respectively, as:  
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where,  

 (       )  0  
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 which can denotes the 

expansion    cumulative distribution with parameters             .  

 (   (   )  ) denotes the expansion    density function with parameters 

 (   ) and   and cumulative distribution as in ( ).  
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Thus,     density function can be expressed as an infinite linear combination 

of     densities.  

4. Moments and Moment Generating Function of     Distribution 

The      moments about the origin can be expressed by: 
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Now, setting     and    , we get 
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Setting      , we have, 
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Hence, the mean and variance of   are given by: 
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which are precisely the mean and variance of    distribution. 

The moment generating function of     distribution for           can be 
expressed by: 
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By (  ) ,  
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which is precisely the moment generating function of    distribution. 
5. Likelihood Function and Estimation  

The maximum likelihood estimations (MLEs) of       and   are the solution 

of the first partial derivatives of the natural-log likelihood function       with 

respect to that parameters where the likelihood and natural-log likelihood 

functions for equation (  ) are defined, respectively, by: 
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Now, since there are no closed forms of the solutions, Newton–Raphson 

iterative technique, can be used to obtain the MLEs as, 
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When the convergence occurs between iteration (   ) and ( ) , i.e. the 

absolute difference between two successive iterations is less than pre-specified 

error tolerance,    , then the current  ̂ (   )   ̂(   )   ̂(   )
 and 

 ̂(   ) represent the MLEs of         and   via NR algorithm which we 

referred to as,  ̂     ̂     ̂    and  ̂     
Then, according to an invariant property of the ML estimator, the estimate of 

reliability and hazard functions at mission time ( ) can be obtained, 

respectively, by replacing       and   in equations (  ) and (  ) by their ML 

estimates. 

6. Concluding Remarks  

The two parameter weighted exponential (  ) distribution introduced by 
Gupta and Kundu has been extension based on the family of Kumaraswamy 

generalized distribution introduced by Cordeiro and de Castro. Some of the 

mathematical properties along with the maximum likelihood estimations of the 

model parameters of new distribution named Kumaraswamy weighted 
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exponential (   ) have been discussed. The     density function can be 

expressed as an infinite linear combination of    densities and the    

distribution is a special case of      distribution when        and the 

exponentiated     distribution is a special case of      distribution when 

   . 
 

References 

[1] Alqallaf, F.; Ghitany, M. E. and Agostinelli, C. (2015), Weighted 

Exponential Distribution: Different Methods of Estimations, Applied 

Mathematics and Information Sciences, 9(3): 1167-1173. 

[2] Cordeiro, G.M. and de Castro, M. (2011), A new family of generalized 

distributions, Journal of Statistical Computation and Simulation, 81(7): 883-

898.  

[3] Gupta, R. D. and Kundu, D. (2009), A new class of weighted exponential 

distributions, A Journal of Theoretical and Applied Statistics, 43(6): 621-634. 

[4] Lee, J. C. and Lee, C. S. (2012), An approximate maximum likelihood 

estimator in a weighted exponential distribution, Journal of the Korean Data 

and Information Science Society, 23(1): 219-225. 

[5] Makhdoom, I. (2012), Estimation of  R = P[Y<X] for Weighted 
Exponential Distribution, Journal of Applied Sciences, 12(13): 1384-1389. 

[6] Oguntunde, P. E. (2015), On the Exponentiated Weighted Exponential 

Distribution and Its Basic Statistical Properties, Applied Science Reports, 

10(3): 160-167. 

[7] Oguntunde, P. E.; Owoloko, E. A. and Balogun, O. S. (2016), On A New 

Weighted Exponential Distribution: Theory and Application, Asian Journal of 

Applied Sciences, 9(1): 1-12. 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 


